
Unit-I: Matrices

Topics of Unit-I

• Symmetric, Skew-symmetric, Orthogonal Matrices 

• Complex Matrices and Problems

• Inverse of Matrix by Using Elementary Transformations

• Introduction to Rank of Matrix and Rank of Matrix by 

Using Elementary Transformations



• Consistency of Non-Homogeneous System of Linear

Equations

• Solution of Non-Homogeneous System of Linear Equations

• Solution of Homogeneous System of Linear Equations

• Linear Dependence and Independence of Vectors

• Eigen Values and Properties

• Definition of Eigen Vectors and Problems

• Problems on Eigen Vectors

• Cayley-Hamilton Theorem and its Application



 SYMMETRIC MATRIX

 SKEW SYMMETRIC MATRIX

 ORTHOGONAL MATRIX

LECTURE-1



SYMMETRIC MATRIX

SKEW - SYMMETRIC MATRIX



Properties of Symmetric Matrix

 Addition and difference of two symmetric matrices results in

symmetric matrix.

 If A and B are two symmetric matrices and they follow the

commutative property, i.e. AB =BA, then the product of A and B is

symmetric.

 If matrix A is symmetric then An is also symmetric, where n is an

integer.

 If A is a symmetric matrix then A-1 is also symmetric.



Properties of Skew-Symmetric Matrix

 When we add two skew-symmetric matrices then the resultant matrix is

also skew-symmetric.

 Scalar product of skew-symmetric matrix is also a skew-symmetric

matrix.

 The diagonal of skew-symmetric matrix consists of zero elements and

therefore the sum of elements in the main diagonals is equal to zero.

 When identity matrix is added to skew-symmetric matrix then the

resultant matrix is invertible.

 The determinant of skew-symmetric matrix is non-negative





Example :

Solution :





Example :

Solution :



                                  C = 
1

2
(A - 𝐴′) = 























022

202/5

22/50

 

                                 A = B + C = 















 

523

232/9

32/91

+ 























022

202/5

22/50

 

    where B is symmetric and C is a skew-symmetric matrix. 



ORTHOGONAL MATRIX



Example :

Solution :



Home Work

Q.3 If A and B are two orthogonal matrix then show that the matrix  

AB and BA are orthogonal.

Q 1. Is given matrix is orthogonal.

Q 2

Ans . NO



LECTURE-2 

 

COMPLEX MATRIX  



COMPLEX MATRIX 

A matrix is called a complex matrix if at least one 
entry of the matrix is a complex number. 
 

EXAMPLE 

A =  
𝟐𝒊 𝟒 − 𝟑𝒊
𝟗 𝟕

 
Complex Number   : 𝑎 + 𝑖𝑏 
 

Conjugate of Complex Number:                        

 

 𝑎 + 𝑖𝑏 = 𝑎 − 𝑖𝑏 
 



CONJUGATE OF A MATRIX 
The matrix obtained from any given matrix A after replacing 

its elements by the corresponding conjugate complex 

numbers is called the conjugate of A and denoted by 𝐴 . 
 

EXAMPLE 

A =  
𝟏 + 𝟐𝒊 𝟐 − 𝟑𝒊
𝟖 𝟕

then 

𝑨  = 
𝟏 − 𝟐𝒊 𝟐 + 𝟑𝒊
𝟖 𝟕

.  



CONJUGATE TRANSPOSE OF A MATRIX 

Conjugate of a transpose is denoted as 

𝐴∗ =(𝐴 )𝑇= 𝐴𝑇 = 𝐴𝜃 

EXAMPLE 

The conjugate transpose of a  

 

A = 
𝟏 + 𝟐𝒊 𝟐 − 𝟑𝒊
𝟒 − 𝟓𝒊 𝟓 + 𝟔𝒊

 is    

A* = 
𝟏 − 𝟐𝒊 𝟒 + 𝟓𝒊
𝟐 + 𝟑𝒊 𝟓 − 𝟔𝒊

. 

 

 



HERMITIAN  MATRIX 
 

A square matrix A is called Hermitian matrix if   𝐴∗= A. 

 

EXAMPLE 

 

A = 
5 2 + 𝑖 −3𝑖

2 − 𝑖
3𝑖

−3
1 + 𝑖

1 − 𝑖
0

 is a Hermitian Matrix. 

 

Note:      
• 𝑎𝑖𝑗 = 𝑎𝑗𝑖 

• Diagonal elements are all real. 



SKEW -HERMITIAN  MATRIX 

 

Note:      
• 𝑎𝑖𝑗 = −𝑎𝑗𝑖 

• Diagonal elements are Zero or purely imaginary number. 





EXAMPLE : 

SOLUTION : 











EXAMPLE : 

SOLUTION 





UNITARY  MATRIX 
 

A square matrix A is called unitary matrix if A 𝑨∗= I = 𝑨∗ A. 

 

EXAMPLE : 

Following matrix is a unitary matrix: 

 
𝟏

𝟑

𝟏 𝟏 + 𝒊
𝟏 − 𝒊 −  𝟏

 



𝐴∗= 
𝛼 − 𝑖𝛾 𝛽 − 𝑖𝛿
−𝛽 − 𝑖𝛿 𝛼 + 𝑖𝛾

 



For a  square matrix A  to be unitary matrix,  A 𝑨∗= I = 𝑨∗A 

 

    A*A= 

 

   𝐴∗ A = 
𝛼2 + 𝛽2 + 𝛾2 + 𝛿2 0

0 𝛼2 + 𝛽2 + 𝛾2 + 𝛿2
 

 

   A 𝐴∗  = 
𝛼2 + 𝛽2 + 𝛾2 + 𝛿2 0

0 𝛼2 + 𝛽2 + 𝛾2 + 𝛿2
 

 

  So, A to be unitary 𝛼2 + 𝛽2 + 𝛾2 + 𝛿2=1. 

 

 

 

𝛼 − 𝑖𝛾 𝛽 − 𝑖𝛿
−𝛽 − 𝑖𝛿 𝛼 + 𝑖𝛾

 
𝛼 + 𝑖𝛾 −𝛽 + 𝑖𝛿
𝛽 + 𝑖𝛿 𝛼 − 𝑖𝛾

 







HOME WORK 



Q-4   Define Unitary matrix. Also Show that following matrix is 

unitary matrix 𝟏

𝟑

𝟏 𝟏 + 𝒊
𝟏 − 𝒊 −  𝟏
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  Inverse of Matrix  

by using    

Elementary Transformations 

(GAUSS-JORDAN METHOD) 



Elementary Operations of a Matrix 







Inverse of a Matrix 



INVERSE OF MATRIX BY E-OPERATIONS 
(Gauss-Jordan Method) 



EXAMPLE : 

SOLUTION : 









EXAMPLE 

SOLUTION 













HOME  WORK 



LECTURE-4 

Rank of Matrix  

and 

 Rank of Matrix by using 

Elementary Transformations 

(Echelon Form) 



DEFINITION  

 Let A be any m×n matrix. It has square sub-
matrices of different order 

 The determinants of these square sub matrices are 
called minors of A. 

 A matrix A is said to be of rank r if            

    (i)   It has at least one non zero minor of order r 

    (ii) All the minor of order (r+1) or higher than r      

          are zero. 

 Symbolically , rank of A is written as ρ(A) = r 

 

 



Some Results on Rank of the Matrix 



METHODS OF FINDINGS RANK 

To determine the rank  of a matrix A, we adopt 
following different methods. 

 

Method 01 
 

 Start with the highest order minor of A. Let their order 
be r. If any one of them is non zero, then ρ(A)= r. 

 If all of them are zero ,start with minors of next lower 
order (r-1) and so on till you get a non zero  minor. 

 The order of that minor is the rank of A. 



 

 

 

Method 02 

 
Echelon form method: In this form of matrix , each of 
the  first ‘r’ elements of the leading diagonal is non zero 
and every elements below this diagonal / rth  row is zero. 
A matrix is reduced in echelon form as:  

 

 The first non zero elements in row should be unity if 
possible. 

 All the non zero rows, if any precede the zero rows. 

 The rank of the matrix is equal to no. of non-zero 
diagonal elements or the no. of non zero rows when it 
has been reduced to Echelon form . 



Continued.........  

 In other words a matrix A = [aij ] is an Echelon 

matrix or  is said to be in Echelon form if the no. 

of zeros preceding the first non-zero entry of a 

row increases row by row until only zero rows 

remain. 

 In row reduced Echelon form (r).  



 Echelon form method:  
 

In this method the rank of the matrix is equal to the no. of 

non-zero rows when it has been reduced to Echelon form.  

           

Example: 
Here, no. of non-zero rows is 2. So 

rank of the matrix = 2. 



Numerical Problems 

EXAMPLE:  

Find the rank of the matrix. 

 

Solution: R2→R2-R1  &  R3 → R3-2R1 

 

 

                              R3 → R3-R2   

 

 

 No of non zero rows =2  

∴ hence rank of (A)= 2  
 

 

 

 



EXAMPLE:  

Solution: 







EXAMPLE: 

c ) 

b ) 

a ) 



Solution:  



Solution: 



Solution: 



EXAMPLE: 

SOLUTION: 



Home Work  

3. Find rank by using Echelon form 

Ans.  2 







 

 
8. Find the value of P for which the matrix 𝐴 =

3 𝑃 𝑃
𝑃 3 𝑃
𝑃 𝑃 3

 is of rank 1. 



LECTURE - 5 

Rank of Matrix  

Using  

Elementary Transformations  

(Normal Form)  



•                                         



Normal form method:  

 
In this method the rank of the matrix is equal to the order of unit 

matrix. In this method both column and rows operations are 

used. 

 

 Example: Here, the order of unit matrix is 2. 

So rank of the matrix = 2. 



EXAMPLE:  

Solution: 









EXAMPLE: 

SOLUTION: 











HOME WORK 

Ans-1, rank of matrix = 2. 

Ans-2, rank of matrix =3. 

Ans-3, rank of matrix = 3. 



Q 4. Find rank by using Normal form 

Q 5. Find rank by using Normal form 



Q 6. Find non-singular matrices P & Q such that PAQ is in the 

normal form for the matrix hence find the rank of the matrix     

𝐴 =
1 2 3
2 −2 1
3 0 4

   
−2
3
1

 

Ans.   P= 
1 0 0

−2 1 0
−1 −1 1

,    Q= 

1
1

3

4

15

−1

21

0
−1

6

1

6

1

6

0 0
−1

5
0

0 0 0
1

7

 and Rank of matrix A = 2 



Lecture-6 

 

    Consistency of Non-

Homogeneous System of Linear 

Equations 



Solution of a System of Linear Equations 





If AX = B, (B = 0), then system is called homogenous 

system. 

If AX = B, (B ≠ 0), then system is called non-homogenous 

system. 

AX = B, (B ≠ 0) 





EXAMPLE: 

SOLUTION: 





EXAMPLE: 

SOLUTION: 





EXAMPLE: 

SOLUTION: 



Hence given system is consistent. But has 

infinite solutions. 



…(1) 

…(2) 

Let z=k (arbitrary) 

…From(2) 

…From(1) 



EXAMPLE: 

SOLUTION: 

Have (i) No solution  (ii)  Unique solution  (iii)  Infinite solution 











HOME WORK 

1) 
 
 
 
2) 
 
 
3) 
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Problems Based Upon 

Non-Homogenous  

System of Linear Equations 



Solution of a system of linear equations 

EXAMPLE 

SOLUTION: 





EXAMPLE 

SOLUTION: 







 Find the value of λ such that the following equations have 

unique solution: 

 λx + 2y – 2z -1 = 0,  4x +  2λy – z – 2 = 0, 6x + 6y + λz – 3 = 0 

And use matrix method to solve these equations when λ = 2.                                                             

     (M.T.U. 2013) 

                      

EXAMPLE 

SOLUTION: System has unique solution if coefficient matrix is 

Non-singular 













HOME WORK 



ANSWERS 

1. (i) Consistent                                 

(ii)  Consistent with many solutions. 

 

1.  (i)    x = 5, y = 5/3, z= 4/3       

      (ii)   x = 1, y = 2, z = 3 

      (iii)  x = -3/7, y= 8/7, z= -2/7. 
 



Lecture-8 

 
Solution of  

Homogenous System of Linear 

Equations 



Linear System, Coefficient Matrix, Augmented Matrix 

 
A linear system of m equations in n unknowns x1, … , xn is a set of 

equations of the following form 

 

 

                

   AX = B, (B = 0), then system is called homogenous system. 

    AX = B, (B ≠ 0), then system is called non- homogenous system. 

 



 AX = 0, i.e., (B = 0) AX = B, (B ≠ 0) 



Trivial Solution OR Zero solution Non-Trivial Solution  



EXAMPLE 

SOLUTION: 





EXAMPLE 

SOLUTION: 









EXAMPLE 

SOLUTION: 







EXAMPLE 

SOLUTION: 

If system is consistent and have Non-trivial solution .Also find 

solution. 

System has Non-Trivial solution 











HOME WORK 



HOME WORK 



HOME WORK 
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Eigen values  

and  

its Properties 



Eigen values of a square matrix 

Let 𝐴 be any square matrix of the order 𝑛 × 𝑛 , 𝐼 

be the identity matrix of the same order and λ is 

any parameter then we have the following 

definitions: 









Method to form cubic equation  



Some Important Properties of Eigen 

Values 



Applications of Eigen Values 

 

(1).Eigen values are used in electric circuits, 

quantum mechanics, control theory, etc. 

 

(2).They are used in the design of car stereo 

systems. 

 

(3).They are also used to design bridges. 

 

(4).It is not surprising to know that Eigen values are 

also used in determining Google's page rank. 

 

(5).They are used in geometric transformations. 











Practice Questions 

Ans : 1/2 , 1/3, 1/6   

Q 1 

Q 2 

Ans : 6, 6 



Q3. 

Ans: -3, 4 

Q4.  Find the eigenvalues of                                         where                                        .  3A3 + 5A2 – 6A + 2I 

Ans: 4, 110, 10 
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Definitions of Eigen vectors 

 and  

Problems  



Eigen Vectors 









EXAMPLE: 

SOLUTION: 













At  Eigen 
Values 

Eigen Vectors are  



SOLUTION: 

EXAMPLE: Find eigen values and eigen vectors. 



























HOME WORK 



LECTURE-12 

 

Cayley- Hamilton Theorem  

and  

Its Applications  



Statement 

Every square matrix satisfies its own 

characteristic equation. 



Example 1 

Verify Cayley Hamilton theorem for the matrix 

























211

121

112

A



Solution 

• The characteristic equation of A is: 0 IA 

0

211

121

112














or or 0496 23  

By Cayley Hamilton theorem, we get  0496 23  IAAA

Here 

























655

565

556
2

A
and 

























222121

212221

212122
3

A

Hence proved 

0496 23  IAAA











Example 2 

Find the characteristic equation of the matrix 

 

 

Compute        also find the matrix represented 

By:  

 

 

 

 

A
1

.285375 2345678 IAAAAAAAA 



















211

010

112

A







Inverse of A 



Now, .285375 2345678 IAAAAAAAA 







Home work 

  1. Verify Cayley Hamilton theorem for the matrix 

 

























211

121

112

A

A
1

2. Compute        also find the matrix represented 

By:  .92312296 23456 IAAAAAA 

Ans:                                             ,  



2. Verify Cayley Hamilton theorem for the matrix 



















653

542

321

A

3. Verify Cayley Hamilton theorem for the matrix 



















132

113

211

A


